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‘ Logistic regression: What and Why?
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What is Regression?

’ Regression Analysis is a predictive modelling technique .
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Logistic Regression: What And Why?

\

Logistic Regression produces results in a binary format which is used to predict the outcome of a
categorical dependent variable. So the outcome should be discrete/ categorical such as

‘| Yes OR No I

True OR False ‘

High And Low J

Logistic Regression/Dr.N.Nandhini/AP/MCA/SNSCT

UNSHTUTIONS




Logistic Regression Curve
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Logistic Regression Curve
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Logistic Regression Equation

The Logistic Regression Equation is derived from the Straight Line Equation
Equation of a straight line
Y=C+BIX1+B2X2 + ; Range is from <{infinity) to (infinity)
Let's try to reduce the Logistic Regression Equation from Straight Line Equation
Y=C+BIX1 +B2X2 +_.. In Logistic equation Y can be only from O to 1
Now , to get the range of Y between 0 and infinity, let’s transform Y

Y Y=0thenO
1.y Y= 1 then infinity Now, the range s between 0 to Infinity
Let us transform it further, to get range between —{infinity) and (infinity)

Y
1-Y

log mp Y= CHBIXL+B2X2 - Final Logistic Regression Equation
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Linear Vs Logistic Regression

Linear Regression

Logistic Regression

@ Continuous variables

) @ Categorical variables

@ Solves Regression Problems

@ Solves Classification Problems

@ Straight line

) @ S-Curve
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Problems

— o Classification
Logistic Regression: Use - Cases

Weather
Predictions

Determines
HHiness
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Collecting Data

Data Wrangling

Accuracy Check
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Implement Logistic Regression

‘ l > ) Collect Data: Import Libraries

In [33] import pandas as pd
import numpy as np
import seaborn as sns
import matplotlib.pyplot as plt
import math
Imatplotlib inline

titanic_data~ pd.read_csv('Titanic.csv')
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Implement Logistic Regression

. Creating different plot to check
) Analyzing Data

relationship between variables
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Implement Logistic Regression

" Creating different plot to check
) Ana'VZ'ng Data relationship between variables
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Implement Logistic Regression

Clean the data by removing

Data Wrangling the Nan values and
unnecessary columns in the
dataset

Age SibSp Parch Fare male Q § 2

290 1 0 72500 1 0 10 1%
380 1 0 712833 0 0 00O
26.0 0 0 7925 0 0 1 0 1
350 1 0 531000 0O 0 1 00
350 0 0 80500 1 0 10 1
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Implement Logistic Regression

Build the model on the train
Train & Test Data data and predict the output on

the test data

logistic = LogisticRegression()
logistic fit{train_X train_Y)
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Implement Logistic Regression

Calculate accuracy to check how

accurate your results are.
Accuracy Check

from sklearn.metrics import accuracy_score

accuracy_score(y_test,predictions)* 100
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Logistic: What & Why? Linear VS Logistic
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Demol: Titanic Analysis
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